Journal of Engineering Studies and Researck Volume 18 (2012) No. 3 7

DETERMINING THE SAMPLE SIZE REQUIRED FOR THE
MATERIALS QUALITY ANALYSIS IN FORM OF SHEET
USING IMAGE ANALYSIS

ABABEI STEFAN Y, ABABEI OANA 2
Lvvasile Alecsandri” University of Bacau, Calea Masesti 156, Bacau, 600115, Romania

%yokogawa Europe B.V. - Romania Branch 6 DimitwenPeiu Bvd, Building E Novo
Park 2,Romania

Abstract. On-line control of great dimensions sheet formdpids, e.g. paper sheet,
involves the existence of some sensors which areethacross the sheet. Consequently,
some parameters, e.g. impurities amount on sutfaitemust be measured off line with a
representative sample; the dimensions of the sarapte surfaces impurities amount
functions. This paper presents a preliminary amalygethod of surface impurities amount

in the purpose of determining the sample dimensions
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1. THE USEFULNESS OF IMAGE ANALYSIS IN MONITORING T HE PRODUCTS QUALITY IN
FORM OF SHEETS

In the production of materials in form of sheel® surveillance of these products quality basetheranalysis
of their area is used more widely. The impuritiessent inside the materials causes certain spofsramdom
sizes and distributions on the surface of thesdymed materials, this is the case mainly for paqeralso for
textile materials or metal plate.

When the surface is very large it is difficult teeate a detailed technically feasible analysihefwhole surface
or it is not economically justified. In this case,detailed analysis is made for a sample or aifraaif the
created material.

Strictly speaking in the production of paper itniecessary to show that, with the development of prder
technology, several systems and methods for autcafigtcalculating the total area of spots and rodghfor
estimating the errors occurred as the differentevdsen estimation and actual total area coverechesnthave
been created.

In [1] it is shown that the errors from differenethods applied in the same areas are negligiblgpamed with
errors caused by random distribution of spots i@ sample. Given that the errors caused by the mando
distribution of spots in the sample can only beutesdl by increasing the scanned area, the probldma twlved

is: how much area should be scanned in order targestimated error of acceptable amplitude.

As the main sources of errors in using image amalgsestimate the quality of the products in skestn be
mentioned:
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- the errors introduced by device used for imagpissition;

- errors caused by the settings made by the opdmtthe equipment used,;

- the errors introduced by the procedure usedlacsthe sample or the fraction analyzed in ordeddtermine
the quality of the product.

2. THE ESTIMATION OF THE SAMPLE AREA TO BE ANALYZED

In TAPPI Test Method T437/90 (‘impurity in papermapaper bands’) a 10narea is indicated to be analyzed in
order to obtain significant results in specificatiaf the impurity content of the cellulose and pape

The domain containing the estimated values is daltenfidence interval and we will note it from n@mn with
Cl Very often it is used a confidence level of 9&¥aletermine the confidence interval, meaning timdy one of
20 measurements will be outside the confidenceniatg?2]. Similar expressions can be determined day
value of the confidence level.

Often it is practical to express confidence inter@4 as a value relative to the value that isrmeated. For
example, if the estimated value is 200ppm and QOpm, then the size of the relative confidencteriral is
10%, we will note from now on the relative confiderinterval with Cl1%. To estimate tig area that should be

scanned to get a Cl% of a certain size, when teeage spot siz8y and the content of impurities in ppm are
given it is possible to use the following equation:

A, = A, 1000000 K, [Ppm 1) (

wherekey, in ppmis aCl% function and independent of tig ,As values.
Table 1 shows the values for the coefficikqd, for the most common values fGi%.

Table 1. Values for the coefficiengl, for different Cl%.

Cl% 5 10 20 25 30 50 75 100

Kcioe 4799 1199 299 191 132 48 22.3 13.0

A simple straight line for each value for Cl% rdésukhen the scanned surface is represented byotitert of
impurities in ppm in a double logarithmic represgion (Figure 1). [2]
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Fig. 1. Diagram for determining the scanned area.



Journal of Engineering Studies and Researck Volume 18 (2012) No. 3 9

The following are experimental charts for estimgtthe scanned area when the content of impuritiepgm),
the confidence interval Cl% and estimation of thierage size of spots are given, as well as forohténg the
confidence interval when the scanned area and batémpurities in ppm are known. Such a chaghswn in
Figure 1.

This chart can be used as follows:
a) To estimate the scanned area for a populatispats with any average value of sizes
1. It is estimated the impurity content in ppm loyigage analysis;
2. The confidence interval Cl% is chosen;
3. The normalized area is read from the chart;
4. The average spot sizg,As estimated in mfy
5. The estimated area to be scanned is calculaiad the formula:

A= ATA, (2)

b) To estimate the confidence interval when thesed area and the content of impurities in pprrkagevn:
1. Calculate the normalized area with=RdAwm;
2. An estimation for the length of the confidenotival can be found in the intersection of the
normalized areas horizontal line and the impuritiegpm vertical line. An interpolation can be ddoe
determine an interval unspecified in the chart;
3. To expresppnzCl the relationshippmz (C1%*ppm/100%)is used.

It must be made clear that the number of samplessiieets) estimated needs to be more than @én trat the
statistical estimates to be valid.

When there is no initial information about the estied parameters, it is necessary to obtain tifigsnmation
from a small initial sample sizeg, TWith this information an initial model for the q@aneters can be obtained and
therefore an approximate value of the sample. @iogithe initial estimation for the impurities cent started

by analyzing samples of size A4 (297x210 mm) of té&ted product. These samples were scanned using a
MUSTEK SCANNER with a color scale consisting of 25y tones. The image was saved in BMP format as
file patrat.bmp. an application in C++ was maderiter to achieve the following:

- converts image file into a numeric matrix witmamber of rows and columns equal to the width lagight in
pixels of the original image (saved in file patoatp).the value corresponding from the color tatteched to

the image is assigned to each array element iorigmal image file;

- the array is saved in a file called matrfig.nhisTfile can be further processed to rebuild thigioal image
using matlab programming environment;

- reads the color table attached to the imagedid@verts it into a numerical array and savestd a file called
culori.m. This file will also be used afterwardsrigbuilding the original image. The color array 286 rows

and 3 columns. Each line corresponds to a gray @oeveen 0 and 255) and each line contains colbexes

rgb (red, green, blue) corresponding to the caiterisity to those in the corresponding tone lihe.minimum
intensity is 0 and the maximum intensity is 1, eadlermediate intensity being obtained from theclts
intensity of the color in eight-bit related to 255;

- calculates the number of locations in the imagey that have the color index less than 155 (they
considered spots caused by impurity content) asplalys its value relative to the total number d§ lais the
impurity content;

- the number of spots n = N and the average Sizpais A, are calculated to determine the average size of the
spots Ay in order to use the chart for Figure 1, startimepf the same scanned image. The algorithm used is a
recursive algorithm that finds all points that adgacent.

3. CONCLUSIONS
Six sheets size A4 are scanned and based on t@yse by using the algorithm presented, the sarsigke was

established according to the chart in Figure Ivds found after analyzing the entire batch, thataktimated
errors based on the estimated sample don’t exc#efiidn the preliminary ones.
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